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Observability is
a must-have 
feature of cloud
native software
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Observability in Tyk API Gateway
before OpenTelemetry
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Exploring OpenTelemetry



What is distributed tracing?
and how does it work?
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Observability platform
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Integrating with the 
OpenTelemetry Demo 







What happens inside an
API Gateway?

Web application
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Rate Limiting



Authorization



Caching



Middleware



Custom plugin



Recommendations



Start with the end in mind

Our goals with our OpenTelemetry integration:

● Monitor APIs for errors and performance
● Troubleshoot issues with APIs end-to-end
● Troubleshoot issues with custom plugins
● Report API usage for the business



● User-related attributes
○ Customer segment, customer ID, geo data, device type, OS version

● Software-related attributes
○ Deployment ID, A/B-testing, feature flags, version

● Data-related attributes
○ Request/response size, whether a cache has been used, caching timestamps

● Infrastructure-related attributes
○ Host ID, OS, data centre, orchestration (cluster, pod, or node IDs)

Use attributes that can explain performance 
variation or are useful for the business



You should pay careful 
attention to exactly what 
data is added to your spans 
as they can potentially 
contain personally 
identifiable information (PII)

Do not expose PII data



Run performance tests to check the 
instrumentation overhead  



Configuration options - which 
options to offer to your users?

● Sampling
○ AlwaysSample, NeverSample ,TraceIDRatioBased, and ParentBased

● Context propagation
○ W3C (default) or B3 (older standard)

● Exporter
○ OTLP/HTTP or OTLP/GRPC endpoint

● Spans
○ detailed span tracing at the API level (false)
○ configurable list of attributes



You will discover new bugs while 
implementing OpenTelemetry





Danke Linz 🤍


